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Abstract

Affect recognition, or the ability to detect and interpret emotional states,

has the potential to be a valuable tool in the field of healthcare. In par-

ticular, it can be useful in gamified therapy, which involves using gaming

techniques to motivate and keep the engagement of patients in therapeu-

tic activities. This study aims to examine the accuracy of machine learn-

ing models using thermal imaging and action unit data for affect clas-

sification in a gamified therapy scenario. A self-report survey and three

machine learning models were used to assess emotions including frustra-

tion, boredom, and enjoyment in participants during different phases of

the game. The results showed that the multimodal approach with the

combination of thermal imaging and action units with LSTM model had

the highest accuracy of 77% for emotion classification over a 7-seconds

sliding window, while thermal imaging had the lowest standard deviation

among participants. The results suggest that thermal imaging and action

units can be effective in detecting affective states and might have the

potential to be used in healthcare applications, such as gamified therapy,

as a promising non-intrusive method for recognizing internal states.

Keywords: Multi-modal Affect Recognition, Emotionally Aware Systems,
Thermal imaging, Human-Robot Interaction, Frustration, Action Units
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2 Multi-modal Affect Detection

1 Introduction

Affect recognition, or the ability to detect and interpret emotional states, has
a number of potential applications in various fields, including gaming [1, 2] and
healthcare [3]. In the realm of gaming, affect recognition can be used to enhance
the gaming experience by allowing the game to respond to the emotional state
of the player [4]. For example, a game may become more difficult or easier
based on the player’s level of frustration or may provide positive feedback when
the player is experiencing enjoyment.

In order to induce the psychological state of flow in an individual, it is
necessary to carefully regulate the level of challenge presented by the task or
activity at hand. According to [5], an optimal level of challenge must be main-
tained, as deviations from this level can negatively impact the individual’s
experience. Specifically, a challenge level that exceeds the individual’s current
skillset may lead to feelings of anxiety or frustration, while a challenge level
that falls below their skillset may result in boredom. Therefore, it is impor-
tant to continuously monitor the individual’s performance and adjust the task
parameters accordingly in order to maintain the optimal level of challenge.

In the field of healthcare, affect recognition can also be useful in the context
of gamified therapy, which involves the use of gaming techniques to motivate
and engage patients in therapeutic activities [6]. By using affect recognition to
monitor the patient’s level of frustration and engagement, the therapist can
adjust the therapy as needed to keep the patient motivated and engaged. This
can be especially important in situations where the patient is participating in
the therapy remotely, as it can be more difficult for the therapist to gauge
the patient’s emotional state without non-intrusive methods of affect recog-
nition [7] or in home-based therapy where the system needs to adapt itself
automatically. Overall, the use of affect recognition in both gaming and health-
care applications can help to improve the effectiveness of these interventions
by providing real-time feedback on the emotional state of the participant.

Emotionally aware systems might have the potential to improve the levels
of trust and acceptance of robots in healthcare settings, thus making them a
more beneficial tool for vulnerable populations. Affective computing strategies
can be employed to enable robots to better recognize and interpret human
emotions, as well as respond in an appropriate manner [8]. This can lead to
an improved, meaningful relationship between robot and user and create a
strong connection that motivates and encourages engagement in robotic tech-
nologies [9]. As such, emotionally aware robots have the potential to be more
trustworthy, thus making them more acceptable in healthcare environments.

It has been found that some affective states when interacting with patients
are more prominent than others, like frustration, enjoyment, and boredom [1,
2, 10]. Upon detecting these affects the robot will be able to adapt to the
patient’s needs and capabilities. Boredom and frustration can be useful to
consider when designing emotionally aware robots because they are common
emotions that humans experience in various situations. For example, a person
using a robotic device for exercise therapy may become bored if the device
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does not provide enough variety or challenge, or if the therapy sessions are too
repetitive. Similarly, a person may become frustrated if the device is difficult
to use or if it does not provide the desired results. Incorporating the ability to
recognize and respond to these emotions in robots could potentially improve
the user’s experience by making the technology more engaging and effective.
For example, a robot that is able to detect when a user is becoming bored
or frustrated could adapt its behavior to provide more variety or challenge or
offer suggestions for ways to make the therapy more enjoyable. This could help
to maintain the user’s motivation and engagement, and ultimately make the
technology more beneficial and trustworthy.

Current methods for extracting social signals in robotics include using facial
landmarks, action units, and pose estimation. These methods have been used
in a variety of applications, such as in detecting genuine facial expressions [11]
and in educational settings to detect engagement through body posture [12].
Nonetheless, inferring affective states and understanding those signals can be
skewed, biased, and/or subjective [13, 14].

The interpretation of affect can vary greatly from one person to another.
Thus, several sensors have been introduced to detect those affective states
using different physiological signals, including electrocardiography, electromyo-
graphy, skin conductance, and body temperature [15]. However, these sensors
are usually intrusive and can affect the patient’s behaviour [7], making them
unsuitable for real-world scenarios.

Thermal imaging has been gaining attention in recent years for its poten-
tial to detect internal states like stress [16] and cognitive load [17, 18]. This is
due to the automatic reactions of the sympathetic nervous system, which are
reflected in facial temperature [19–21]. Thermal cameras are becoming more
accurate and affordable, making them a promising tool for detecting internal
states. There are four main states that determine pivoting points during an
interaction, where the robot will have to adapt to the affective states of the
participants: frustration, boredom, enjoyment, and neutrality [1, 2, 10]. There-
fore, in this study, we utilize the use of thermal imaging and facial expressions
to detect four states: frustration, boredom, enjoyment, and baseline during a
gamified exercise of playing PacMan with tangible robots which is iteratively
designed for upperlimb rehabilitation [22].

In this work, we aim to classify four affective states: frustration, boredom,
enjoyment, and baseline, experienced by participants while playing a gami-
fied exercise. To accomplish this, we collected data from 30 participants who
engaged in the exercise. We then used this data to train a Long Short-Term
Memory (LSTM) model and a Gaussian Naive Bayes (GNB) model. The LSTM
model is used to capture the temporal aspect of the data, while the GNB
model served as a simple probabilistic comparison. To ensure the accuracy of
the models and prevent over-fitting, we employed a leave-one-out approach for
testing.
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2 Related Work

2.1 Multi-modal Affect Detection

Multi-modal approaches focus on detecting multiple affective states, nonethe-
less, one of the most commonly experienced affective states in HRI is
frustration [23]. Therefore, several approaches have been focused on detect-
ing it. For example, in [24] the authors used a set of sensors, including skin
conductance, pupil trackers, posture, and pressure sensors to predict frustra-
tion. The authors recruited 24 participants to interact with a tutoring virtual
agent while doing a ”towers of Hanoi” activity. The best-performing model
was a Gaussian Process model which reached an accuracy of 79%. Taylor et
al. [25] have used a similar approach by making use of three wearable sensors
to detect frustration: ElectroDermal Activity (EDA), heat flux, and skin tem-
perature. The participants were instructed to play a modified version of the
game ”Breakout”, on which the researchers had introduced some latency to
induce frustration. Näıve Bayesian models were trained to classify frustration,
reaching an accuracy of 80%. In both of these works, although the models have
reached high accuracies, the sensors used can be intrusive and are impractical
in more socially dynamic environments.

Hence, other approaches like in [26] used RGB camera to detect Facial
Action Units (FAUs) during a physics playground in the wild in a classroom
environment, where the participants had to apply basic physics principles to
solve a puzzle. The authors have used both face-only and interaction-only
features, and both have reached ROC AUC above chance to detect: bore-
dom, confusion, frustration, delight, and engagement as a multi-class classifier,
reaching even higher AUC values when turned into a binary classifier with
each state. The approach used is similar to this study, nonetheless, a learn-
ing environment is still constrained and could have had various social and
psychological impacts from a closed classroom. In addition [26] depends on
the RGB facial features extracted by FACET, without the use of any other
automatically extracted modality.

Other affective states like boredom and enjoyment are also considered crit-
ical to detect in HRI, and healthcare environments as they are considered
pivotal moments during the interaction [1]. In [27] the authors created a Ran-
dom Forests (RF) binary classifier that can detect boredom. The features used
were from both the body language and the gaze data, then both these modal-
ities are considered by a human coder to score, whether the person was bored
or not based on the naive definition of boredom, for both gaze and skeletal
data. Then, the model inputs are the scores given in 5-second intervals of the
video data collected. The model created was able to detect the boredom states
with an F1 score of 78%, compared to the baseline state of 43%.

When looking into enjoyment as a state, it can be seen that several syn-
onyms are used interchangeably in the literature like happiness or joy. In this
work, we use the word enjoyment, as the participants are doing a task for a
limited time that they can enjoy, but we cannot make bigger claims about



Multi-modal Affect Detection 5

their mental state or a generalization if they are happy or joyful. There are
numerous works on detecting these states, as it is considered as one of the 6
basic emotions [28–30]. Nonetheless, one of the most influential multi-modal
approaches used In [31], the authors have used prosody from audio and facial
expressions from the video as inputs to their models. Several models were
tested using WEKA, and the best-performing model was JRip. The model
detected happiness, sadness, neutral, and surprise with an accuracy of 75.5%,
after fusing both data types.

2.2 Thermal Affect Detection

Vision-based cameras are commonly used for action unit and body movement
extraction. For instance, [32] used a Microsoft Kinect for six basic emotions
prediction. A uni-modal neural network was trained on both the facial expres-
sion and body movement streams using late fusion. 93% was the accuracy
achieved by the neural network.

Although the use of RGB cameras can lead to high-performing models,
these cameras are dependent on the lighting conditions of the recorded dataset,
and other environmental conditions. Self-reported measures and conflicting
facial expression labels are other factors that these models can be heavily
affected by [33].

Alternatively, thermal cameras use far infrared to measure the radiation
emitted by warm objects, which is independent of reflected light [34]. Hence,
thermal imaging can be used to overcome RGB cameras limitations, as the
thermal spectrum is not affected by the light presence and it is able to record
objective measures such as changes in skin temperature [35]. It has been estab-
lished in the literature that stress and cognitive load have apparent effects on
skin temperature [36–40], motivating the use of thermal imaging for affective
state detection in HRI scenarios. In [41], a thermal camera was mounted on
a Meka robot to measure facial temperature variations while playing a card-
based quiz game with the robot. The authors tested different environmental
setups with the positioning of the robot. They concluded that significant effects
can be seen on the nose temperature of the participant when the robot is
positioned closer to their personal space, causing a higher stress response.

In a previous study [42], we examined the utility of thermal imaging and
facial expressions as indicators of frustration in a laboratory setting. Par-
ticipants were subjected to two types of frustration: cognitive load-induced
frustration and failure-induced frustration, the latter occurs when a person
fails to overcome the cause of the failure [43]. We found that thermal imaging
alone was effective at detecting frustration in both types of frustration, with
similar accuracy to models trained on RGB features. Specifically, the highest
accuracy for thermal data was achieved using three facial regions of inter-
est: the nose, forehead, and lower lip. Our model reached an accuracy of 81%
using RGB features, 64% using only thermal features, 55% using EDA, and
74% using all modalities. Our findings suggest that thermal imaging may be
a valuable tool for detecting frustration in a controlled setting.
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In this work, we propose exploring the potential of a non-intrusive multi-
modal approach by combining thermal imaging with RGB for detecting four
affective states in a gamified exercise. We plan to utilize a Long Short-Term
Model (LSTM) to analyze the data.

3 Methodology

3.1 Data Collection

3.1.1 Robotic Platform & Tangible Gamified Exercise

The Cellulo platform [44] is a system that allows users to interact with small
palm-sized robots by moving them on printed paper sheets. These robots are
equipped with illuminated capacitive touch buttons, and can be connected to
a mobile device via Bluetooth. The paper sheets are overlaid with a microdot
pattern (barely visible to the naked eye) that enables accurate (x, y, θ) self-
localization of the robot with sub-millimeter precision.

Specific active zones of the printed map can be associated to pre-defined
robot behaviors, allowing for the creation of mobile, physical game elements
that can act as autonomous agents or input devices. The combination of
paper sheets, robots with specific interaction modalities and behaviors, and
mobile device software enables the development of unique game designs that
incorporate physical exercise and interactive elements.

The tangible gamified exercise that we used in this study was previously
co-designed with the stakeholders and used as a platform for children with
special needs [45], patients going through upper limb rehabilitation [46], and
for healthy aging [47].

The game is inspired by the classic Pacman game, and the objective is for
the player to collect all six apples on the map as quickly as possible, while
avoiding being caught by autonomous ‘ghost’ robots or crashing into the walls.
The player manipulates the ‘Pacman’ robot by physically moving it around
a map and collecting apples, which are represented by lights on the robot.
In some configurations, collisions with walls result in a penalty, requiring the
player to recollect the most recently acquired apple. The round ends when the
player collects all six apples, at which point the ‘ghost’ robots return to their
starting positions and a new round can begin.

The game allows for the customization of the number of autonomous
agents, or ‘ghost’ robots, that can be set to chase the player, with options
for one or two agents. Additionally, the speed of these agents can be adjusted
to suit the user’s preference, with measurements in millimeters per second
(mm/s). The platform also includes an option to enable a spin rule, where
fruits can only be collected by spinning the robot by 90 or 180 degrees while
hovering the apples, and a wall crash penalty rule which causes the player
to lose the last collected fruit upon collision with a wall. To complete the
immersive experience, haptic feedback can be enabled to assist the player with
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Fig. 1 Setup for data collection. Left: A top view showing the game setup, three robots
on the map: One is manipulated by the user and two others chase the users autonomously.
Right: A front view showing the thermal camera on the left and RGB camera on the right.

informative assistance when crashing into a wall. Overall, these customizable
elements provide the users with a challenging and immersive experience.

Before collecting data, several pilot experiments were conducted to fine-
tune the programmable behaviors of the robots, including factors such as
speed, implementation of the spin rule, and the number of ghosts, in order to
elicit the intended affective states in the majority of participants. The opti-
mized parameters determined from these initial experiments were then used
in the main setup with confidence.

3.1.2 Experimental Design

In this experiment, 30 participants aged between 19 and 32 played a modified
version of the gamified exercise using the Cellulo platform. One participant was
excluded from the experiment due to technical issues leaving 29 participants.
Before the experiment, all participants signed a written informed consent form
and got a compensation of 100 Swedish kronor (about 9 euros).

During data collection, each participant played a series of games with 4
different modes, each was designed to induce one of the affective states. The
first phase was familiarization which is intended for the participants to get
used to the game and for their face temperature to reach baseline values in
the room. The familiarization phase included playing two rounds of the game
to get familiar with the dynamics, game rules, and robotic manipulation. In
this phase only one robot was following the user, with a speed of 70mm/s. The
second game round included showcasing the spin rule, where the participants
had to spin the robot by 45 degrees to collect the apple with the same game
configuration.

It was followed by a 10 minutes period, during which the participants filled
up the questionnaires and stayed silently in the room.
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The second phase was designed to induce enjoyment. The participants had
to rotate the robot by 90 degrees to collect the points in all rounds, with
starting speed of 100mm/s and after every three rounds, the speed of the robot
would increase by 20 mm/s. 2 ghosts would be following the user’s robot from
the start of the phase.

Previous studies with patients and healthy participants showed that the
changes in speed and rotation angle during the second phase of the game make
the game more challenging [22, 48] which is also observed as making the game
more enjoyable for the participant if the speed does not increase drastically.
By increasing the speed of the robot after every three rounds, the game may
become more dynamic and require the participant to think and react quickly
in order to collect the points. Additionally, the change in angle may add an
additional layer of difficulty, as the participant must adjust their movements
to account for the new direction in which the robot is moving. These changes
make the game more engaging and stimulating, leading to higher enjoyment
for the participant.

The third phase was frustration and we hypothesized that frustration would
be induced through very hard game rules which might require excessive effort
from the user [46]. Therefore we introduced the spin rule with 180 degrees
rotation to collect the points, the penalty rule where the participant would lose
points when they hit the wall, and the robot speed was set to 150mm/s. When
the speed of the robot is increased while being chased by two ghosts, the game
becomes more difficult to beat. In addition, when the participant has collected
one point with great difficulty, it is easy to lose that point if the robot touches
the wall on the map. This is aligned with the definition of frustration, where
the participant is trying to reach a goal but constantly failing at achieving
it [49].

The fourth phase was designed to induce boredom: only one ghost was
following the users ‘Pacman’ robot, and the speed of the ghost was reduced
to 50mm/s (see Fig. 2). The noticeable decrease in speed, and the lack of
challenge with repetition of the rounds, would lead the participants to not get
much stimulation while playing the game.

The order of the frustration and boredom phases was randomized and
balanced among participants, while the enjoyment phase was always presented
second in order to avoid the potential for participants to undergo the effect
of boredom or frustration even though we introduce an enjoying condition or
feeling bored due to the overall duration of the experiment rather than the
specific parameters of the individual tasks.

The participants were asked to complete a questionnaire after each phase
of the study followed by a 2 minutes rest. The questionnaire (Table 1) consists
of eleven questions that were designed to evaluate their levels of frustration
(two questions), boredom (one question), and enjoyment (three questions) on
5-Point Likert scales. The questionnaire was a combination of NASA-TLX [50]
and Intrinsic Motivation Inventory (IMI) [51].
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Table 1 Questionnaire used after each game phases

Questions

Mental demand: how mentally demanding were the rounds?

Physical demand: how physically demanding were the rounds?

Temporal demand: how hurried or rushed was the pace of the rounds?

Performance: how successful were you in accomplishing what you were asked to do?

Effort: how hard did you have to work to accomplish your level of performance?

I would describe these rounds as very interesting.

How insecure, discouraged, irritated, and stressed were you?

I thought the rounds were quite enjoyable.

I thought these rounds were boring.

These rounds were fun to do.

How frustrated and annoyed were you during these rounds?

Fig. 2 Description of the study design, consisting of four phases: baseline, enjoyment,
frustration, and boredom, followed by a questionnaire indicated as “Q” only after the 3 main
provoked states.

3.1.3 Self-Reports

Although we designed the game configurations of each game phase to induce
enjoyment, boredom, and frustration, each user might have different pref-
erences and affective responses for these phases. Therefore we introduced
the above-mentioned questionnaire after each phase to understand the self-
perceived affective states of the participants after the game-play of these
phases.

In Fig. 3 you can see the self-reported scores of affective states in each
phase of the game. The first plot shows the enjoyment scores where we have
the highest number achieved in the Enjoyment Phase (E) that we designed
with an average score of 4.1 out of 5. It shows that the enjoyment phase
was successful in inducing enjoyment. The second plot presents self-reported
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Fig. 3 Box plots of self-reported affective state scores for each of the game phases: boredom
phase (B), enjoyment phase (E), and frustration phase (F)

Table 2 Results of the ANOVA and posthoc testing for 29 participants self-reports while
trying out the game, the results show the p-value and the mean difference of each of the
scales compared to the phases which were meant to induce the affects stated. Each two
phases scales are compared to each other

Scales

Enjoyment Frustration Boredom

Phases p-value mean-diff p-value mean-diff p-value mean-diff

Boredom-Enjoyment 0.001 0.89 0.03 0.54 0.001 -1.3

Boredom-Frustration 0.6 0.89 0.001 1.4 0.001 -0.98

Enjoyment-Frustration 0.01 -0.68 0.001 0.86 0.3 0.32

frustration scores and the highest score (average is 3.2 out of 5) belongs to
the Frustration Phase (F) that we designed to introduce frustration through
hard game rules. The third plot shows the self-reported boredom scores and
the highest score (average score of 3 out of 5) belongs to the Boredom Phase
(B) that we designed with very simple and repetitive game configurations.

Furthermore, we have conducted an ANOVA with a Tukey post-hock to
identify the phases which have significant differences between participants.

On the frustration scale, all three phases were significantly different while
on the boredom scale boredom was significantly different from enjoyment and
frustration. Furthermore, on the Enjoyment scale, enjoyment is significantly
different than boredom and frustration (Please see Table 2). All these results
confirms that the designed game phases induces the expected affective states
relying on the self-reported perceived affective states of each user.

3.2 System Implementation

The system architecture (Fig. 4) was composed of two cameras jointly cali-
brated (thermal IR camera: Optris PI 6401 and RGB-D camera: RealSense

1https://www.optris.global/thermal-imager-optris-pi-640

https://www.optris.global/thermal-imager-optris-pi-640
https://www.intelrealsense.com/depth-camera-d435/
https://www.intelrealsense.com/depth-camera-d435/
https://www.intelrealsense.com/depth-camera-d435/
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Fig. 4 System architecture.

D4352) and Cellulo 3 [44] robots. All of the mentioned components were syn-
chronized in real-time using the Robotic Operating System (ROS). In addition,
OpenCV was used for image processing (cropping, creating ROI) and camera
calibration.

3.2.1 Extracted Features

Thermal imaging and RGB data were concatenated and synchronized. After
data collection, the data is labeled by the self-reports for each phase only if the
participant scores higher than 2 (i.e. more than two out of six apples collected)
during each of the phases. 6 participants scored 2 or less in the frustration
phase, 1 in the enjoyment phase, and 5 in the boredom phase.

The features extracted from the data are shown in Table 3. The features
were extracted using both OpenCV and OpenFace as mentioned in Section 3.2
to extract regions of interest (ROIs) including nose, forehead, cheek, and lower
lip (Fig. 5). Each of the regions is the average temperature within the region
surrounding the facial landmark corresponding to that region [18].

Thermal data was collected at a rate of 15 frames per second (fps). RGB
camera data (action units) was collected at the same frequency. The features
for the thermal data were computed for all four facial ROIs: nose, forehead,
cheek and lower lip. As for the action units extracted, they corresponded to
the Facial Action Coding System (FACS) [52]: 1 (inner brow raiser), 2 (outer
brow raiser), 4 (brow lowerer), 5 (upper lid raiser), 6 (cheek raiser), 7 (lid
tightener), 9 (nose wrinkler), 10 (upper lip raiser), 12 (lip corner puller), 14
(dimpler), 15 (lip corner depressor), 17 (chin raiser), 20 (lip stretcher), 23 (lip
tightener), 25 (lips part), 26 (jaw drop), 28 (lip suck), and 45 (blink).

2https://www.intelrealsense.com/depth-camera-d435/
3https://www.epfl.ch/labs/chili/index-html/research/cellulo/

https://www.intelrealsense.com/depth-camera-d435/
https://www.intelrealsense.com/depth-camera-d435/
https://www.intelrealsense.com/depth-camera-d435/
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Table 3 Extracted features for each modality. In total, n = 88 values are computed.

Modality Features ROIs/AU

Thermal

ROIs temperature average
ROIs temperature change
ROIs temperature maximum
ROIs temperature minimum

Nose,Forehead,
Cheek, Lowerlip

RGB

AU Intensity average
AU intensity change
AU maximum intensity
AU minimum intensity

1,2, 4, 5, 6
7, 9, 10, 12, 14
15, 17, 20, 23, 25
26, 28, 45

Fig. 5 Face landmarks and action units extracted using OpenFace on the left and thermal
regions on the right image.

For each data point i, we collect a total of n = 88 measurements Mi =
[m0, ...,mn] (Table 3), as well as a label li. Feature extraction for classifica-
tion is performed through a sliding window of predefined length (L = 3.5s or
7s) [42, 53] and hop length h = 0.5s. For every window (i.e. each instances),
we compute a feature vector Xj = [x0, ..., xn] (used for training and testing)
by taking the mean, the delta (difference between the starting and ending
value within the window), the maximum and the minimum values over all
data points in that window, for each measurement in M . The label Yj of that
instance is given by the most common label l within that window.

While we maintain the window length used in our previous work, we choose
overlapping windows because this better reflects how a real-world system would
operate (e.g. to provide continuous estimations). This process is illustrated in
Fig. 6. In Table 4 the total number of instances obtained for each window
length is shown.

Table 4 Total number of instances used for training in all four states baseline, enjoyment,
boredom, and frustration.

No. of Instances
Window (s) Baseline Enjoyment Boredom Frustration

3.5 22642 15412 16602 15248
7 22427 15287 16392 15094
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Fig. 6 Schematic view of feature extraction. Measurement mi (in this case, nose tempera-
ture), is associated with a set of data points d, each labelled according to the self-reported
state of the participant. One instance Xj for training is composed of features that are cal-
culated over the set of data points d, such as average nose temperature. Yj , the label of this
training instance, is given by the most common label (in this example, Yj = F ).

LSTM Dropout
Fully

Connected 
Layer

Dropout RelU SoftMax

Fig. 7 The architecture of the LSTM model consisting of a layer of LSTM, 2 Dropout
layers, a fully connected layer, relU, and SoftMax as a final layer

3.3 Models

The problem we address in this work is the classification of affective states in
human subjects, based on thermal and visual features. We chose to represent
this problem as a multiclass classification task, where the goal was to predict
one of four classes: Frustrated, Bored, Enjoyed, or Baseline.

In order to compare the performance of different models, two were selected
for analysis: a Long Short-Term Memory (LSTM) model and a Gaussian Naive
Bayes (GNB) model. The LSTM model is designed to take into account tem-
poral dependencies [54–56], while the GNB model is a simple probabilistic
classifier [57]. The performance of these two models will be evaluated and
compared in order to determine which one is more effective for the given task.

The architecture of our LSTM model is illustrated in Fig. 7. During
training, we applied dropout regularization to prevent overfitting.

For comparison, we choose to use the GNB model from the scikit-learn
library. This model is a supervised learning algorithm that utilizes Bayes’
theorem to make predictions. The Gaussian Naive Bayes model assumes that
the data is distributed normally and that the features are independent of each
other. The model was trained on the features extracted from the thermal and
visual data, and was used to predict the four affective state.

The choice was based on testing multiple machine learning algorithms: Ran-
dom Forest Classifier (RFC), Support Vector Machine (SVM) and K-nearest
Neighbor (KNN). The models testing was done using a Grid Search Cross
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Table 5 LSTM model performance for each modality and for each window size for
classifying 4 classes (random is 25%). Showing the accuracy and the F1 score of each model,
including the standard deviation across participants using the leave-one-out approach

Modality Thermal Action Units Thermal + Action Units

Window Size(s) 3.5 7 3.5 7 3.5 7

Accuracy(%) 53± 6 58± 5 68± 11 70± 12 75± 12 77± 13

F1(%) 53± 6 58± 5 67± 12 69± 14 75± 12 78± 13

Validation (GSCV) algorithm, which tested each of the models on a range
of hyper-parameters, outputting the ones with the highest accuracy. None of
the tested algorithms showed accuracies above chance, only the GNB showed
higher performance. Furthermore, the use of GNB has been proven to perform
well for affect detection using facial expressions [58, 59].

3.3.1 Preprocessing

The input to the models consisted of the thermal and visual features mentioned
in the paper. The features were preprocessed by being filtered (values 25 <

T < 39) and then standardized. The output of the models was a prediction of
one of the four classes, which was made at regular intervals of either 3.5 or 7
seconds during training and testing.

The models performance was assessed based on a leave-one-out approach,
where the model was trained on 28 participants and tested on one. Then the
average of accuracies and F1-score for all participants (29 values) is calculated
to assess the model.

4 Results

This section reports the results of both accuracy and F1 scores for each of
the three model variations (thermal, AUs and thermal + AUs) to classify the
affective states of frustration, enjoyment, boredom and baseline.

4.1 Models Performance

4.1.1 LSTM

In table 5, the accuracy and the F1 percentage are shown, including the stan-
dard deviation across participants tested using the leave-one-out approach. It
can be seen that in all three model variations, the 7-second window has higher
accuracy compared to the 3.5-second window. In addition, thermal imaging on
its own being a lower accuracy, and thermal + AUs being the highest accu-
racy of 77% in the 7-second window. Furthermore, thermal imaging shows the
lowest standard deviation between participants while using the leave-one-out
method being only 5% compared to 12-13% for the AU and thermal + AUs
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The average of the predicted values for each of the cross-validation sets was
considered to create a confusion matrix that would describe the performance
of the model (See figure 8).
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Fig. 8 Heatmap of the confusion matrix of the thermal + action units model in the 7
second window, representing the accuracy of each class

4.1.2 GNB

It can be seen in Table 6 that the Thermal + Action Units modality performs
the best, achieving the highest accuracy and F1 scores. Specifically, when using
a window size of 7 seconds, the model achieved an accuracy of 35% and an F1
score of 38% with a standard deviation of 17%. When using a window size of
3.5 seconds, the model achieved an accuracy of 34% and an F1 score of 37%
with a standard deviation of 15%. This indicates that the model performed
well in classifying the four classes, and that the performance improves as the
window size increases from 3.5 seconds to 7 seconds.

On the other hand, the Thermal and Action Units modalities alone per-
formed relatively worse in comparison, with a lower accuracy and F1 scores.
The Thermal modality achieved an accuracy of 28% and an F1 score of 30%
with a standard deviation of 18% when using a window size of 3.5 seconds and
an accuracy of 28% and an F1 score of 32% with a standard deviation of 17%
when using a window size of 7 seconds. The Action Units modality achieved
an accuracy of 29% and an F1 score of 33% with a standard deviation of 15%
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Table 6 GNB model performance for each modality and for each window size for
classifying 4 classes (random is 25%). Showing the accuracy and the F1 score of each model,
including the standard deviation across participants using the leave-one-out approach

Modality Thermal Action Units Thermal + Action Units

Window Size(s) 3.5 7 3.5 7 3.5 7

Accuracy(%) 28± 17 28± 17 29± 15 30± 15 34± 17 35± 17

F1(%) 30± 18 32± 17 33± 15 34± 16 37± 15 38± 17

when using a window size of 3.5 seconds and an accuracy of 30% and an F1
score of 34% with a standard deviation of 16% when using a window size of 7
seconds.

4.2 Feature Importance

Feature selection is a crucial aspect of machine learning model development,
as it involves identifying the most relevant and informative features to include
in the model. One way to assess the importance of a given feature is through
the use of permutation importance, as described in [60]. This method involves
evaluating the effect on the model’s performance, as measured by a metric
such as the F1 score when the values of a single feature are permuted. If
permuting the values of a particular feature significantly impacts the model’s
performance, it can be concluded that the feature is an important contributor
to the model’s prediction. In our study, we computed the permutation impor-
tance of the features in the best model and measured the increase in the F1
score after permuting the values of each feature. This allowed us to understand
the relative importance of each feature in relation to the model’s prediction.

The results, depicted in Fig. 9, demonstrate that the RGB data scores
generally had higher permutation importance scores in comparison to the
thermal data scores. Specifically, min AU26 possessed the highest permuta-
tion importance score of 20.91, followed by max AU12 with a score of 19.18
and delta AU23 with a score of 18.74. On the other hand, the thermal data
scores had lower permutation importance scores in comparison to the RGB
data scores. For instance, min Forehead had a permutation importance score
of 17.51, delta Lowerlip had a score of 10.95, and min Cheek had a score of
8.32.

This implies that the model is relying more heavily on the RGB data for
its predictions. It could also indicate that the RGB data is of higher quality or
has been better preprocessed for the model’s use. These findings might suggest
that the model could potentially be improved by focusing on the quality or
preprocessing of the thermal data, or by incorporating additional thermal data
features that may be more informative.
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Fig. 9 Feature Importance for F1 Score for 43 Features. The permutation importance of
each feature is shown on the y-axis, with the features sorted by their importance on the x-
axis, red represents thermal features and blue is action units.

5 Discussion

The self-reports used a 5-point scale to measure participants’ levels of frus-
tration, boredom, and enjoyment during the phases of the game. The data
collected indicates that the game effectively induced the three affective states,
as shown by significant differences in the levels of enjoyment, frustration,
and boredom between the boredom and enjoyment phases. This suggests that
the game was successful in creating distinct emotional experiences for the
participants.

The performance of three different machine learning models were eval-
uated for classifying affective states of participants based on their thermal
imaging and action unit data. The results demonstrate that the 7-second win-
dow yielded higher accuracy compared to the 3.5-second window for all three
modalities. Thermal imaging alone had the lowest accuracy, while the combi-
nation of thermal imaging and action units had the highest accuracy of 77% in
the 7-second window. Furthermore, thermal imaging had the lowest standard
deviation among participants, while the combination of thermal imaging and
action units had the highest standard deviation.

Overall, the results suggest that the game was effective in inducing different
emotions in participants, and that the combination of thermal imaging and
action units was the most effective modality for emotion classification. This is
consistent with previous research [42], which shows that 7-second windows are
optimal for thermal imaging.

In addition, the LSTM model generally performed better than the GNB
model, achieving higher accuracy and F1 scores across all modalities and win-
dow sizes. Specifically, the LSTM model achieved an accuracy of 77% and an
F1 score of 78% with a standard deviation of 13% when using the Thermal
+ Action Units modality and a window size of 7 seconds, whereas the GNB
model achieved an accuracy of 35% and an F1 score of 38% with a standard
deviation of 17% under the same conditions. This highlights the superior per-
formance of the LSTM model in classifying 4 classes using both thermal and
action units modalities.
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The integration of temporal information through the use of LSTMs in com-
bination with both thermal and action unit modalities has been shown to lead
to improved performance. In contrast, previous research did not observe any
significant enhancement in the action units model when using a combination
of these modalities.

The literature on facial action units (AUs) and their association with emo-
tional states such as frustration, boredom, and enjoyment are inconclusive and
task-dependent. Studies have reported various AUs as indicators of these emo-
tions, such as AU02, AU09, AU14, AU17, AU18, and AU24 for frustration [61],
AU04, AU26, AU07, and AU12 for boredom [62], and AU07, AU12, AU25,
and AU26 for enjoyment [63]. Our results, depicted in Fig. 9, reveal that the
feature AU26 (jaw drop) was the most highly ranked, indicating that it holds
significant importance in the model’s prediction. Given that AU26 is listed as
an indicator of both boredom and enjoyment in the literature, it may suggest
that this feature carries significant weight in predicting these emotions in the
specific task considered in this study. However, it is important to acknowledge
that the significance and relevance of the features may vary across different
tasks and studies.

Additionally, the results of permutation importance analysis revealed that
the minimum of the forehead region was the most important thermal feature.
This feature was followed by the difference of the lower lip region, which is in
alignment with previous studies [42] that have also identified the lower lip as
an important feature in the facial thermal region. However, it is noteworthy
that the minimum of the thermal regions was not previously identified as an
important feature in the literature. Our study highlights the potential useful-
ness of this feature, which may be an area for further investigation in future
studies.

Overall, these results provide valuable insights into the relative importance
of each feature category in the model. Understanding the importance of each
feature group can inform feature selection decisions in future model develop-
ment efforts, as it allows us to focus on the most relevant and informative
features. Additionally, these results can be utilized to identify potential areas
for improvement in the model, by focusing on the features with the lowest
permutation importance scores and finding ways to incorporate them more
effectively into the model.

6 Limitations

A limitation of this study is that it only examined one game and one scenario,
so the findings may not generalize to other games or scenarios. Addition-
ally, the self-report data relied on participants’ subjective assessments of their
own emotions, which may not always be accurate. The use of a 5-point scale
may also not have provided sufficient granularity to accurately measure the
differences in emotions.
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The machine learning models used in this study were only trained on a
small sample of participants, which may not be representative of the wider
population. The accuracy of the models may also not generalize to other con-
texts or individuals. Furthermore, the use of thermal imaging and action units
as modalities for emotion classification is not without limitations. Thermal
imaging is sensitive to external factors and can be affected by clothing and
other objects covering the skin, while action units may not be detectable in all
individuals and can be influenced by facial expressions that are not related to
emotions.

In this study, one of the limitations was fine-tuning the labeling of the emo-
tions for each gameplay. If emotions were labeled after each game, this could
potentially induce boredom in participants. Fine-tuning the labels per game
could be problematic as it would require a significant amount of intervention,
which could itself induce overall frustration during the experimental flow.

Future work in this area could include examining the level of boredom
and frustration over time during gameplay, as well as studying the effects of
different games and scenarios on emotions. This could provide a more com-
prehensive understanding of the impact of games on emotions and how to
effectively measure them.

Affective states are complex, multi-dimensional experiences that can be
represented in different ways. One common method is to use a two-dimensional
emotion space, with valence (positive or negative) and arousal (high or low)
as the axes. It is generally advisable to include valence in a two-dimensional
affective state representation, as it is an important aspect of emotion and plays
a role in various psychological processes and behaviors. However, there may be
some cases where it is acceptable to omit valence from the representation, such
as when the focus of the study is on a particular emotional experience that
is not characterized by valence, such as enjoyment, frustration, or boredom.
In these cases, valence may not be necessary for accurately representing the
emotion.

7 Conclusion

In conclusion, this study aimed to explore the effectiveness of using thermal
imaging, facial action units, and a combination of both, for the detection of
four distinct emotional states (frustration, boredom, enjoyment, and neutral)
during a tangible gamified exercise. The self-reports showed that the game
was successful in inducing significant differences between the phases, nonethe-
less, on the enjoyment scale the difference was insignificant when comparing
boredom and frustration. Also, No significant differences were observed in the
boredom scale when comparing levels of enjoyment and frustration.

The machine learning models that combined thermal imaging and action
units data achieved the highest accuracy of 77% in affect classification within
a 7-second window and while using only thermal data had lower standard
deviation among participants. These findings suggest that thermal imaging
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and action units can be a useful and non-intrusive method for detecting affec-
tive states and may have potential applications in healthcare, particularly in
gamified therapy.

Furthermore, the results of permutation importance analysis showed sig-
nificant features for affect classification like AU26 and minimum forehead
temperature and correlations to the current literature. Overall, the present
study highlights the need for continued research to explore the potential utility
of thermal imaging and action units in healthcare.
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